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Abstract. The use of intelligent technologies for providing useful recommendations to patients suffering chronic diseases may play a positive role in improving the general life quality of patients and help reduce the workload and cost involved in their daily healthcare. The objective of this study is to develop an intelligent recommender system based on predictive analysis for advising patients in the telehealth environment concerning whether they need to take the body test one day in advance by analyzing medical measurements of a patient for the past $k$ days. The proposed algorithms supporting the recommender system have been validated using a time series telehealth data recorded from heart disease patients which were collected from May to January 2012, from our industry collaborator Tunstall. The experimental results show that the proposed system yields satisfactory recommendation accuracy and offer a promising way for saving the workload for patients to conduct body tests every day. This study highlights the possible usefulness of the computerized analysis of time series telehealth data in providing appropriate recommendations to patients suffering chronic diseases such as heart diseases patients.
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1. Introduction

In recent years, the huge volume of data generated by healthcare organizations such as hospitals and medical centers are taken different formats such as texts, numbers, charts, and images [2]. Due to the wealthy information they contain, these data may be used to support evidence-based decisions in healthcare. These days, important clinical decisions are usually made based on specialists experience rather than historical medical data of patients. This practice may lead to adverse biases, human errors and high medical costs and consequently, affects the quality of services provided to patients [9].

The chronical diseases such as heart disease have become the main public health issue worldwide which accounting for 50% of global mortality burden [26]. Excessive efforts have been done to assess and predict chronical diseases using clinical decision support systems, for example, trying to predict heart disease at an early stage [25].

In the last decades, much research efforts have been invested in the assessment of different diseases risk in healthcare domain. Many of these researches have been carried out in data mining and analytic on medical data. The assessment and prediction of various diseases for patients have been widely reviewed by using data mining techniques and statistical tools [4, 5, 6,
Especially, there have been a number of the predictive models which employ artificial neural network and regressions for predicting medical outcomes in various chronic diseases [25, 27, 28, 31]. However, a challenge remains in securing an effective analytic tool with high accuracy to help support personalized evidence-based decisions.

Telehealth care can be defined as the delivery of health-related services via telecommunication technologies such as telephone or the Internet [29]. Evidence shows that telehealth care could save money and time by reducing emergency department visits, hospital admissions, associated travel and physical limitations [24]. Moreover, telehealth can be used to improve patient health outcomes in health care domain[30]. A great diversity of intelligent techniques including computing techniques have been used to solve complex problems[32][33]. Intelligent technologies can be developed to greatly facilitate the development and deployment of telehealth systems for patients including those who suffer from chronic diseases such as heart disease and require continuous monitoring of their heart-related medical measurements.

When performing remote continuous monitoring of patients’ key measurement readings, an abundance of time series data are generated. Most of the existing predictive analytic methods on medical time series data are used to predict the long-term risk (e.g., the chance of survival) or the diagnosis of diseases. Nevertheless, it turns out that short-term prediction is more difficult than long-term projection due to a higher level of short-term uncertainty existing in the readings of various medical measurements. In addition, short-term recommendations will be equally useful for patients as they provide guidance as to what the patients need to do for the next few days.

The main contributions of this paper is offering an intelligent recommender system, supported by several innovative predictive algorithms, for short-term risk assessment on patients in telehealth environment based on analytic of a patient’s historical medical data. On the basis of assessment results, the system provides recommendations to patients such as heart diseases patients in relation to the necessity of medical tests taken on a daily basis. The research is conducted with an aim at improving the quality of clinical evidenced-based decisions made by medical practitioners to help reduce the financial and timing cost taken by patients.

To verify the performance of the proposed system, the metrics of accuracy and workload saving are used and experimental evaluations are conducted on a real-life time series data collected from a pilot study on a group of heart failure patients. The experimental results demonstrate that the proposed system yields reasonably good recommendation accuracy and can effectively reduce the workload required in medical tests for the patients. We believe that this system is promising in risk assessment and management associated with heart failure and other similar diseases.

The remainder of this paper is organised as follows. In Section 2, we briefly introduce the related work in predictive data analytic and mining. Section 3 formally formulates the research problem. We present the overall framework of our recommender system in Section 4 and present the details of the system and the predictive analytic algorithms in Section 5. The experiment design, including the experiment environment and the datasets, is discussed in Section 6. Section 7 presents the experimental evaluation results. Finally, Section 8 concludes general conclusions and highlight our future research work.

2. Related Work

Data mining technologies and statistical analysis have been broadly used to different medical and healthcare problems. Several studies have utilized predictive data mining techniques such as classification by decision tree induction, Bayesian classification, Neural Networks, Support Vector Machine (SVM), and classification based on association to predict the various diseases risk in medical domain [23].

One of the prediction methods used in the healthcare domain is prediction the disease risk level in the patients. Genetic algorithm, logistic regression and decision tree have been used to predict the severity level of disease in patients [6, 10, 11, 12]. Prediction models have been designed to assess the risk of different diseases. In these works, laboratory measurements and symptoms were utilized to predict the disease risk.

On other hand, Bayesian classifiers, decision tree, logistic regression and back propagation neural network have been utilized by [4, 5, 7, 13, 14] to predict diseases at an early stage for patients. In these studies, effective predictive models have been built to discover different diseases as early as possible in order to treat them effectively.

However, statistical analytic tools have been effectively used to estimate lifetime and long-term risk for patients with different diseases [15, 16, 17]. Clinical predictive models have also been developed based on
measurements taken on patients in different timely basis, aiming to detect diseases at an early stage and treat them at the right time.

The predictive survival models have been suggested by [18, 19, 20] to analyze patients' survival times and to help develop a superior treatment plan for the diseases. Statistical analytic such as supervised wavelet approximation coefficients and multivariate piecewise Poisson regression method have also been effectively utilized in these works. In all such studies, data in patients’ medical profiles such as age, sex, blood pressure and blood sugar, etc. have played an important role and provided informative evidence in decision-making support.

In summary, effective applications of artificial neural network (ANN) and logistic regression to predict medical outcomes have been proved in many works [25, 27, 28, 31]. However, a challenge remains still in securing an effective analytic tool with high accuracy to help make evidence-based decisions with quality efficiently. In this work, we propose an innovative intelligent recommender system to predict and assess the short-term risk of disease and provide appropriate recommendations to the patients for the necessity of taking a medical test in the incoming day.

3. Research Problem Formulation

The ultimate goal of this work is developing an intelligent recommendations system to predict and assess the short-term risk of diseases and provide decision-making support, aiming at reducing the associated cost without sacrificing the quality of healthcare services in the telehealth environment.

The research problem can be formalized as the following. Let $D_{med}$ be the set of observations including measurements and symptoms, and $T = t_1, t_2, t_3, \ldots, t_n$ represents the set of timestamps involved in the dataset $D_{med}$. $D_{med}$ is thus a $m \times (n + 1)$ table, where $D_{med}(i, j)$ means the $j$th observation at the $i$th timestamp. Conceptually, the prediction model can also be understood as the following mapping functions:

$$f(D_{med}, k) \rightarrow \text{Risk} \quad (1)$$

$$f(\text{Risk}) \rightarrow \text{Recomm} \quad (2)$$

4. Framework

In this paper, we propose an intelligent recommendation system equipped with an innovative predictive algorithm to analyze the medical data of patients, assess their risk and provide them with appropriate recommendations to the patients for the necessity of taking a medical test in the following day based on the outcomes of prediction. The system architecture is illustrated in Figure 1 and the technical details of different major components of the system are discussed in the following subsections.

4.1. Data Preprocessing

Data pre-processing is an important step in the data analysis process that involves transforming raw data...
into a comprehensible format. Raw data are usually incomplete, duplicated, and/or inconsistent data; therefore we need to prepare them before starting in analysis tasks. The collection of duplicate and missing data would normally result from human or computer errors at the time of entry. Therefore, data pre-processing play a major role in sanitizing the raw data from such inconsistencies and anomalies resulting from data collection.

In this stage, missing data problem, which is caused by the data collection or transmission, is resolved by filling the missing data with a global constant. Also, the noise records with incorrect readings are removed. Another important task of data pre-processing in this work is to extract the information for each individual patient from the original dataset for personalized data analysis and recommendations.

4.2. Time Series Recommendation Algorithm

The key component of the proposed system is the recommendation algorithm based on time series data analysis. The proposed intelligent recommendation system is equipped with a novel prediction algorithm to analyze the medical data of chronic diseases patients, assess the short-term risk of disease for the patients and then provide them with recommendations based on the outcomes of prediction. In this work, we have developed and incorporated several predictive algorithms to provide recommendations in the system. This system will help reduce the workload for patients from the unnecessary medical checkups that they would otherwise have to take every day.

4.3. Human Computer Interaction for the System

Our recommender system involves human-computer interaction to receive input from human users concerning the values of the parameters that are used in the algorithm of our system. The recommendations generated by our system will be returned back to users through different channels and platforms including desktops, laptops and tablets to embrace the latest technological advancements for quick information dissemination. Besides returned back to the patients, the results can also be sent remotely to the practitioners such as doctors and nurses so that they can be informed and keep track of the physical checkups and overall health conditions of the patients. Easy-to-use user-friendly interfaces are developed for the users to supply necessary inputs to the system and receive recommendations from the system.

5. Predictive Algorithms of the System

The predictive algorithm is the key component of the proposed recommender system to analyze the medical data of patients, assess their risk and then provide appropriate recommendations to the patients for the necessity of taking a medical test in the following day based on the outcomes of prediction. Specifically, three different predictive algorithms are developed in this work to provide the recommendation to patients.

The complexity of predictive algorithms are measured using big-O notation. In predictive algorithms, let \( n \) be the number of days in our dataset, and \( k \) represents the length of the sliding time window, therefore the complexity of each algorithm is \( n \times k \). However, we do not focus on the running times of the algorithms in this paper.

5.1. Basic Heuristic Algorithm

A basic heuristic algorithm is developed to decide whether a given patient needs to take a medical measurement such as the heart rate test today based on a study of his/her measurement readings for the past \( k \) days. If the patient satisfies both of the following two heuristic rules for a measurement, a recommendation of "no test needed" will be generated, and the patient does not need to take the test on the following day for that measurement:

- She (he) has taken the test for no less than \( p\% \) of the past \( k \) days for this measurement \( (0 <= p <= 100) \), and
- All the readings of this measurement during the past \( k \) days are normal.

The "no test needed" recommendation will be provided to the patient and stored in the backend database as a part of the patient’s historical records. If any of the conditions is not satisfied, a recommendation of "test required” will be generated and the patient is suggested to take the medical test on the following day. Again, the recommendation will be stored into the system as a historical record.

Overall, there are four parameters in the recommendation algorithm, i.e., the minimum (min) and maximum (max) of normal values for each measurement, setting up the boundary of healthy range; the length of the sliding time window \( k \), and the minimum percentage \( (p) \) of days when medical test is conducted for the measurement in the past \( k \) days. The recommendation algorithm is presented in Algorithm 1.
The algorithm of our recommender system is presented in Algorithm 1. It evaluates the time series data collected for a patient on a continuous basis using a sliding window with a length of \( k \), which is the number of days in the past that the algorithm will look at in support of assessment evaluation for the following day. Two conditions are evaluated in the predicate from Line 5 to 14. The first one evaluates the percentage of the actual medical test that has been carried out in the past \( k \) days. If a test is skipped for a day, actual reading will be missing and as a result, the certainty and accuracy for risk assessment will drop for future days. Therefore, an upper bound is imposed in this condition on the total number of days when the medical testing is skipped in each sliding window. In addition to this bound, we also require that the readings of all the medical checkups conducted during the past \( k \) days are in the normal range for the measurement, as dictated by its corresponding minimum and maximum threshold values. Intuitively speaking, normal readings improve the confidence that the short-term risk is low, whereby a skip of the test on this measurement can be recommended. If both the two conditions are satisfied, then the risk for skipping the physical test for this measurement is deemed low and accordingly a recommendation for skipping a test for the measurement can be made for the following day. Otherwise, the system will provide a recommendation urging patients to take a medical test for the measurement on the following day and the reading of the measurement will be received and stored in the database. It’s worthwhile mentioning that the above algorithm will be applied to a single measurement once at the time for risk assessment and recommendation. If the recommendations are to be performed for multiple measurements, then we simply run our system separately to produce recommendations for different measurements.

5.2. Regression-Based Algorithm

The second version of the predictive algorithm is developed based on the linear regression model. This involves modifying the second rule of the basic heuristic algorithm by leveraging the prediction generated by the linear regression model, as presented as follows:

- She (he) has taken the test for no less than \( p \% \) of the past \( k \) days for this measurement \((0 <= p <= 100)\), and
- The predicted value for the current day generated by the linear regression based on the past \( k \) days is normal.

Compared with the basic heuristic algorithm, only the second rule has been modified in the regression-based algorithm. Using the data from the past \( k \) days a linear regression model is generated for the prediction of the value of the measurement in question for the next day. The predicted measurement value must be normal for producing the "no test needed" recommendation, which will be provided to the patient and stored into the backend database as a part of the patient’s historical records. If any of the 2 conditions is not satisfied, a recommendation of "test required" will be generated and the patient is suggested to take the medical test in the following day. Again, the recommendation will be stored into the system as a historical record. The regression-based algorithm is presented in Algorithm 2.

5.3. Hybrid Algorithm

By combining both the basic heuristic and the regression-based algorithms, We can obtain a new hybrid algorithm. The second condition in the basic heuristic and the regression-based algorithms are combined to generate a new condition as follows:

Algorithm 1: Basic Time Series Prediction Algorithm

```plaintext
Input: Patient's time series medical testing data (e.g., heart rates).
Output: Recomm = [0|1] (0: no test required; 1: test needed.)
Let \( k \) be a limited number from the past days (the length of time window),
Let \( p\% \) be a value between the range (0 <= \( p \) <= 100); let \( \text{max} \) and \( \text{min} \) be the boundary of healthy values in the test;

For each \( k \) days for the patient do
   If the patient has taken the test for no less than \( p \% \) of the past \( k \) days \((<= k - (p \times k)) \) AND all the measured values during the past \( k \) days are normal then
      Risk = 0;
   Else
      Risk = 1;
   If Risk == 0 then
      Recomm = 0;
   Else
      Recomm = 1;
   End
End
Return Recomm.
```

Algorithm 2: Linear Regression Model Prediction Algorithm

```plaintext
Risk = \text{Percentage of the actual medical test taken for no less than \( p \% \) of the past \( k \) days for this measurement \((0 <= \( p \) <= 100)\)}
\text{Predicted value for the current day generated by the linear regression based on the past \( k \) days)}
```
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In this section, we present the details concerning the design of our experimental evaluation including datasets, performance metrics and the experimental platform.

As the predictive performance of the recommendation algorithm is quite important, assessment of potential predictions is critically dependent on the quality of the used dataset. For this reason, telehealth data from Tunstall dataset will be conducted in this work. We use a real-life dataset obtained from our industry collaborator Tunstall to test the practical applicability of the system we propose. A Tunstall dataset obtained from a pilot study has been conducted on a group of heart failure patients and the resulting data were collected for their day-to-day medical readings of different measurements in a telehealthcare environment. The Tunstall database employed in the development of the algorithm consists of data from six patients with a total of 7,147 different time series records. Data were acquired between May and January 2012, using a remote telehealth collaborator. The dataset is by nature in a time series and contains a set of measurements taken from the patients on different days. Each record in the dataset consists of a few different meta-data about the patients such as patient-id, visit-id, measurement type, measurement unit, measurement value, measurement question, date and date-received. The characteristics of the features of the dataset are shown in Table 1.

In addition, each record contains a few medical attributes including Ankles, Chest Pain, and Heart Rate, Diastolic Blood Pressure (DBP), Mean Arterial Pressure (MAP), Systolic Blood Pressure (SBP), Oxygen Saturation (SO2), Blood Glucose, and Weight. Ethical clearance was obtained from the University of Southern Queensland (USQ) Human Research Ethics Committee (HREC) prior to the onset of the study. This
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We also devise two metrics, namely Difference and Rotating frequency which will be used to measure data characteristics quantitatively for each medical measurement. We will evaluate their impact on the performance of the recommender system in terms of accuracy and workload saving. Difference refers to the difference in terms of the number of normal and abnormal values for a given medical measurement in the dataset, as dictated by their corresponding minimum and maximum threshold values; whilst rotating frequency refers to the total number of instances where two consecutive values for the medical measurement have different states (one is normal and the other one is abnormal) in the dataset. Both metrics will be normalized against the total number of days in the dataset. Mathematically, difference and rotating frequency for a medical measurement \( m \) are defined as follows:

\[
\text{Difference}(m) = \frac{|NV_m - AV_m|}{|D|} \times 100\% \quad (5)
\]

\[
\text{RotatingFrequency}(m) = \frac{\text{Rotation}}{|D|} \times 100\% \quad (6)
\]

Where \( NV_m \) and \( AV_m \) denote the number of normal and abnormal values of \( m \) in the dataset. Normal and abnormal values are detected based on the corresponding minimum and maximum threshold values of \( m \). \( \text{Rotation} \) denotes the total number of instances where two consecutive values for the medical measurement have different states. \( |D| \) refers to the total number of days in the dataset. Table 2 demonstrates two examples for difference and rotating frequency.

The prototype of the system has been developed using C/C++ in Microsoft visual studio 2008 on a desktop computer with the configurations of a 3.40 GHz Intel Core i7 CPU processor with 8.00 GB RAM.

7. Result Analysis

In this section, the results of the experimental evaluation conducted on the proposed system are reported. We first evaluate the effect of two key parameters used in our algorithm, \( k \) and \( p \). \( k \) determines the size of the slide windows (i.e., the number of past days involved in assessing the disease risk of the current day) used for analyzing the time series data, while \( p \) is the percentage of the days in the past \( k \) days that the patients have...
physically conducted the test for the measurement under study. After evaluating the effectiveness of parameters, investigation of the performance of proposed system from the perspective of different measurements and patients will be conducted. Then, we evaluate the impact of the difference and rotating frequency on different algorithms. After that, a comparative study is undertaken on the three algorithms to evaluate the performance of the proposed system. Finally, correlation coefficient analysis will be quantified to assess the relationships among the performance metrics (accuracy and workload saving) and dataset characteristics (differences and rotating frequency). Both accuracy and workload savings are evaluated in all the experiments.

7.1. Effectiveness of $k$

We first explored the effectiveness of $k$, the size of the sliding window used in time series data analysis. Figure 2 shows the averaged accuracy and saving percentages with time windows in different sizes for all algorithms. Generally speaking, for the datasets collected in the pilot study, the best combination of accuracy and working savings was achieved when $k$ ranged from 3 to 5, the relatively small values, meaning that the risk prediction was more accurate when only the most recent days were considered.

7.2. Effectiveness of $p$

In this experiment, the proposed system was applied with different values of $p$ on all patients when $k = 5$. The result is presented in Figure 3. When $p$ takes relatively large values, in other words, when $p$ ranged from 70% to 80%, the system achieves better recommendation accuracy. The reason is that, under a fixed value of $k$, a larger value of $p$ led to a larger lower-bound for the percentage of the days in the sliding window when a medical test was required. A higher percentage of the days with medical test naturally provided more information to the system, and as a result, made the system capable of making more accurate recommendations. In addition, a higher value of $p$ did not considerably affect the performance of workload saving despite that a better accuracy is achieved, on the basis of observation on the experimental results.

7.3. Performance of Three Algorithms under Different Measurements for all Patients

In this experiment, the performance of the system is evaluated when it is applied to different measure-
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Fig. 4. The Accuracy and Workload Saving for Different Patients

Fig. 5. Average Accuracy and Workload Saving for Each Algorithm

ments for all patients based on $k = 5$. Each algorithm was tested in four rounds for all patients with different medical tests (Heart rate, DBP, MAP and SO2). Figure 4 shows the detailed results we obtained for each algorithm. From the results, we can see that the algorithms yield recommendations with varying degree of accuracy, with the heart rate and SO2 measurements register the highest compared to others. This is because that there are intrinsic stronger correlations for the neighboring readings of heart rate and SO2 measurements so that the short-term prediction of risk becomes more accurate than other measurements.

By further aggregating the results for the measurements in Figure 4, Figure 5 demonstrates the averaged accuracy and workload savings for each algorithm. From the obtained results, it clearly seems that Regression-Based and Hybrid algorithms yield the highest accuracy and saving compared with Basic algorithm. Therefore, the risk prediction of disease provided by the proposed system is more accurate with these two algorithms. The system is capable of helping reduce on average 15% of workload for patients from their daily medical tests.

7.4. Difference and Rotating Frequency Analysis

We also evaluate the relationship between the data characteristics measured by Difference and Rotating Frequency on the performance of the proposed system. Figure 6 shows the performance of our system and data characteristic measurements (Difference and Rotating Frequency) of four measurements. As showed in Figure 6, there is a negative relationship between Accuracy and Rotating Frequency under each measurement for all algorithms. Based on the obtained results, we observe that the recommendations provided by the proposed system are more accurate for a measurement when Rotating Frequency is degraded for this measurement and vice versa. In addition, the value of Difference is positively correlated with that of accuracy, suggesting that the proposed system can produce more accurate recommendations when Difference values are high.

7.5. Algorithms Performance Evaluation

In this experiment, we are tested the three algorithms to evaluate their performance for each patient in our dataset. From Figure 7, we can clearly see that there are relative differences in values of accuracies and savings for each algorithm. General speaking, Regression-Based and Hybrid algorithms yielded a high degree of workload saving compared with the basic algorithm. This means that these two algorithms can help the patients in reducing the workload on more than 15% from their daily medical tests. The recommendations accuracy of proposed system are ranged between 75% and 98% across different patients under the three algorithms.

7.6. Correlation Coefficient

7.6.1. The Relationship among Different Measurements

In this experiment, we quantify the values of Pearson’s Correlation Coefficient for all the pairs of numerical measurements in the dataset. The purpose of this experiment is to investigate the correlation relationships between different numerical measurements. Since we have five numerical measurements in the datasets, thus we evaluate the correlation coefficient for a total of 10 different pairs. Table 3 presents the values of correlation coefficients of different pairs of measurements for each of the patients and the average value across all the patients. The results show that there are five pairs of measurements (i.e., [HR, SBP], [HR, DBP], [DBP, SBP], [DBP, MAP] and [SBP, MAP]) exhibiting relatively strong positive correlations, ranging from 0.55 to 0.63, where other pairs of
measurements does not show any strong correlations (HR is Heart rate; SBP is Systolic Blood Pressure; DBP is Diastolic Blood Pressure; MAP is Mean Arterial Pressure; SO2 is Oxygen Saturation). This experiment helps unveil the relationship between different measurements and pave the foundation for us to improve our current recommendation system so that risk prediction of a measurement can be performed on not only its own historical data but also those of another measurement that is correlated with it.

7.6.2. The Relationship among Performance Metrics and Dataset Characteristics

In this experiment, we quantify the values of Pearson’s Correlation Coefficient for the performance metrics (Accuracy and Workload Saving) and dataset characteristics metrics (Difference and Rotating Frequency). The purpose of this experiment is to investigate the correlation relationships between different performance metrics and dataset characteristics metrics. Table 4 presents the values of correlation coefficients for different pairs of performance metrics and dataset characteristics metrics for each of the patients and the average value across all the patients. From the obtained results, the interesting observation in Table 4 is a relatively strong positive relationship among the Difference, Accuracy and Workload Saving for all patients, whereas the strong negative correlations clearly appeared with other pairs. From this experiment, we conclude that the system yields a higher Accuracy and Workload Saving for each of the patients for those
medical measurements with a higher value of Difference and a lower value of Rotating Frequency and vice versa.

8. Conclusions and Future Work

This work has illustrated that it is possible to develop an intelligent recommender system that predicts and assesses the short-term disease risk for patients suffering from chronic diseases such as heart disease. This work is considered one of the first studies to use medical measurements of patients in the prediction of the short-term disease risk in the telehealth environment. The system is developed aiming at improving the quality of clinical evidence-based decisions and helping reduce financial and timing cost taken by patients. The system is based on a time series prediction algorithm which predicts short-term disease risk for patients and facilitates the generation of recommendations whether a particular patient needs to take the physical body test on the current date or not using the telehealth facility. In addition, this system is believed to contribute to a better monitoring, assessment and management the disease risk of for patients suffering chronic diseases such as heart disease. The work makes theoretical contribution by the time series prediction algorithm and applicable contribution by an intelligent system to improve the quality of health care services.

In the future, we are interested in further improving the predictive efficacy of our system. We will develop and evaluate more predictive models such as SVM, KNN classifier, decision tree, etc in this recommender system. Cross-measurement prediction, which is the prediction of the health risk of one medical measurement by making use of one or more other measurements, will be also studied based on the relationships that have been unveiled among different medical measurements in this work. Finally, further experimental evaluations will be also conducted by using additional large data sets for experiment of evaluation and validation.
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