Measurement and Simulation of the Interface in a Low-Enthalpy Shock Tunnel
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Measurements from a rake of heat flux probes installed in a 62.2 mm diameter shock tunnel have been used to deduce the thickness of the shock tube interface and its distribution across the tube for a primary shock Mach number of 2.3. The axial thickness of the interface was between about 0.32 and 0.42 m for locations from about 2.0 to 2.5 m downstream of the diaphragm station. Axisymmetric simulations using a compressible Navier Stokes solver to model the entire shock tunnel operating at this condition show a simulated interface distributed over an axial length of about 0.20 m at 2.0 m downstream of the diaphragm, thus underestimating the measured interface length by about 37%. The simulations indicate that the diaphragm opening process has a strong influence on the interface development within the nominally inviscid core flow region of the tube. The shape of the interface in these axisymmetric simulations differs from the experimental results and this is probably because the turbulent mixing within the interface is not adequately modelled. A review of previous data on the shock tube interface development indicates that the present results (both the experimental data and numerical simulations) are consistent with interface axial lengths obtained in previous shock tube studies.

I. Introduction

Shock tunnels and expansion tunnels are making significant contributions to our understanding of hypersonic flow. But the value of the data obtained in such facilities is a function of the precision with which the free stream flow conditions can be specified. Unfortunately, it is not possible to directly measure all of the necessary free stream flow parameters in these facilities, so some modelling is required.

In the case of reflected shock tunnels, the traditional approach for determining the free stream flow parameters uses the measurements of the initial shock tube filling conditions and the incident shock speed to calculate equilibrium reflected shock conditions. The calculated reflected shock pressure is often substantially larger than the pressure measured in the nozzle reservoir region, so an isentropic expansion from the simulated reflected shock pressure to the measured pressure is usually postulated and a new nozzle reservoir condition corresponding to the measured pressure is calculated. The free stream flow parameters are then derived from the estimated nozzle reservoir conditions using a nozzle flow calculation that includes nonequilibrium chemistry when necessary. However, it is clear that if the simulated strength of the reflected shock wave is never actually achieved in practice, then the traditional approach will over-estimate the stagnation enthalpy, which consequently affects the accuracy of the derived free stream flow parameters.

More accurate estimates of the nozzle reservoir conditions may be achieved if models for shock tube losses are incorporated into the simulations. For example, various phenomenological models for momentum and energy loss mechanisms have been incorporated into quasi-one-dimensional simulations; and losses associated with shock tube boundary layer development and shock interaction have also been simulated using axisymmetric Navier-Stokes solvers. The fidelity of such modelling efforts is usually gauged by comparing the
simulated shock speeds and pressure histories with experimental measurements; varying degrees of agreement have been reported. In a recent shock tunnel study using an axisymmetric solver,\textsuperscript{7} the simulated pressure variations were more discrete than observed experimentally, and an inaccurate simulation of the shock tube interface was identified as a contributing factor.

A correct simulation of the driver gas-test gas interface is important because pressure waves generated by the interaction of the reflected shock and the interface may return to the nozzle reservoir region within the test flow period. This will be especially significant if the interface is not precisely tailored. Furthermore, the contamination of the test gas with the driver gas, which often limits the available test flow, obviously proceeds via fluid-dynamic processes associated with the interface. However, previous models of contamination in shock tubes or tunnels have generally failed to acknowledge that the spatial distribution of the interface. The leading edge of real shock tube interfaces will never be planar due to boundary layer effects, and even within the nominally inviscid core region, real shock tube interfaces may be distributed over an axial length that exceeds 10 or more tube diameters.

In an effort to evaluate and ultimately improve the numerical simulation of shock tunnel flow conditions, we have: (1) obtained new experimental data on the interface in a low-enthalpy shock tunnel; (2) applied this data to the simulation of shock tunnel operation using a quasi-one-dimensional calculation;\textsuperscript{6} and (3) used this experimental data to evaluate the simulation of the shock tube interface using an axisymmetric scheme.\textsuperscript{6}

For ease of experiment and simulation, we have focussed on two relatively low enthalpy conditions, the incident shock Mach numbers being 2.3 and 3.4. At these conditions the thermochemical complications normally associated with reflected shock tunnel conditions are essentially absent. However, we expect that the processes that affect the interface development at our conditions will still be operating, perhaps in some modified form, at the higher energy conditions normally produced in reflected shock tunnels.

II. Previous Interface Data

Table 1 on the following page presents previous shock tube interface data from various sources and Fig. 1 presents the majority of this data in graphical form. The initial growth of the interface length is a nonlinear function of position for certain data when \( x/D < 2 \), but a linear approximation seems reasonable for most results when \( x/D > 2 \), Fig. 1. Figure 2 summarizes the data in the form of a nondimensional growth-rate parameter \( \frac{d}{l\times x} \) as a function of the post-shock velocity \( u_2 \). For the each of the data sets by Glass and Patterson,\textsuperscript{7} Ford and Glass,\textsuperscript{8} Ikui and Matsuo,\textsuperscript{9} and Erez et al.,\textsuperscript{10} a single linear growth-rate corresponding to the slope of the lines illustrated in Fig. 1(a) has been plotted in Fig. 2. The remaining data in Table 1 is plotted in Fig. 2 assuming a linear growth from the diaphragm station with \( l = 0 \) at \( x = 0 \) (i.e., \( dl/dx \approx l/x \)).

The post shock velocity was chosen for the abscissa in Fig. 2 because it was postulated that higher flow speeds through the diaphragm station would generate higher mixing rates across the interface. Considering only the data by Hooker,\textsuperscript{11} there does appear to be an increase in growth rate with increasing post shock speed (as illustrated by the broken line in Fig. 2). However, data from the other sources is not consistent with this trend, and the combined picture suggests a reasonable approximation across all conditions is \( dl/dx \approx 0.2 \pm 0.1 \). Given the large number of variables that can potentially affect the interface development and the range of conditions explored in previous studies, the level of scatter apparent in Fig. 2 is not surprising.

III. Facility, Conditions, and Instrumentation

The principal dimensions of the shock tunnel used in this work are presented in Fig. 3. The facility is located at the University of Queensland and has primarily been used for instrumentation development and pilot studies.\textsuperscript{15–17} Two operating conditions were used as indicated in Table 2 on the next page. Interface measurements were obtained via the rake of heat flux probes illustrated in Fig. 4 with the shock tunnel operated as a shock tube (the closed-end configuration of Fig. 4 was used) at the over-tailored (nitrogen driver) condition.

The heat flux rake (Fig. 4) consisted of five stagnation heat flux gauges which were k-type surface junction thermocouples each with an outside diameter of 3mm. The construction of the surface junction thermocouples is described elsewhere,\textsuperscript{18} and for the present work, Experiments were performed with the rake at four positions downstream of the diaphragm station: \( x = 2.002, 2.493, 2.728, \) and 2.945m.
Table 1. Shock tube interface data from various sources.

<table>
<thead>
<tr>
<th>Source</th>
<th>Test Conditions</th>
<th>Diaphragm Pressure Ratio</th>
<th>Interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glass and Patterson</td>
<td>$D = 76.2 \text{ mm (square)}$, driver and driven gas: air, $M_s = 1.39$, $p_1 = 40 \text{ kPa}$</td>
<td>10</td>
<td>Table 1, $l = 0.030, x = 0.049, 0.094$</td>
</tr>
<tr>
<td>Ford and Glass</td>
<td>$D = 76.2 \text{ mm (square)}$, driver gas: He, driven gas: air, $M_s = 2.25$, $p_1 = 8.66 \text{ kPa}$</td>
<td>10</td>
<td>Table 1, $l = 0.131, x = 0.183$</td>
</tr>
<tr>
<td>Hooker</td>
<td>$D = 39.5 \text{ mm}$, driver gas: CO$_2$, $x = 6.27 \text{ m}$</td>
<td>10</td>
<td>Table 1, $l = 0.131, x = 0.183$</td>
</tr>
<tr>
<td>Valsileva et al.</td>
<td>$D = 50 \text{ mm}$, driver gas: various, driven gas: Xe</td>
<td>10</td>
<td>Table 1, $l = 2.12, x = 0.094$</td>
</tr>
<tr>
<td>Matsuo et al.</td>
<td>$D = 38 \text{ mm (square)}$, driver gas: air, driven gas: air, $x = 6.5 \text{ m}$</td>
<td>10</td>
<td>Table 1, $l = 2.12, x = 0.094$</td>
</tr>
<tr>
<td>Ikui and Matsuo</td>
<td>$D = 38 \text{ mm (square)}$, driver gas: air, driven gas: air, $x = 6.5 \text{ m}$</td>
<td>10</td>
<td>Table 1, $l = 2.12, x = 0.094$</td>
</tr>
<tr>
<td>Erez et al.</td>
<td>$D = 80 \text{ mm (square)}$, driver gas: air, driven gas: SF$_6$, $p_1 = 101.3 \text{ kPa}$, $M_s = 1.6^*$, thick membrane</td>
<td>10</td>
<td>Table 1, $l = 2.12, x = 0.094$</td>
</tr>
<tr>
<td>Present experiments</td>
<td>$D = 62.2 \text{ mm}$, driver gas: N$_2$, driven gas: N$_2$, $p_1 = 30 \text{ kPa}$, $M_s = 2.3$</td>
<td>10</td>
<td>Table 1, $l = 2.12, x = 0.094$</td>
</tr>
<tr>
<td>Goozée simulations</td>
<td>$D = 62.2 \text{ mm}$, driver gas: N$_2$, driven gas: N$_2$, $p_1 = 30 \text{ kPa}$, $M_s = 2.3$</td>
<td>10</td>
<td>Table 1, $l = 2.12, x = 0.094$</td>
</tr>
</tbody>
</table>

Table 2. The two shock tunnel filling conditions.

<table>
<thead>
<tr>
<th>Driver</th>
<th>Shock tube Level of tailoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>N$_2$</td>
<td>3.25 MPa</td>
</tr>
<tr>
<td>He</td>
<td>5.60 MPa</td>
</tr>
</tbody>
</table>

*Presented uncertainty around ±0.09 m.
†Calculated from perfect gas shock relationships for given diaphragm pressure ratio, $p_{41} = 10$.
*Calculated from perfect gas shock relationships for given incident shock $M_s = 1.25$ in air.
Figure 1. Development of interface length ($l/D$) as it progresses along the tube ($x/D$).

Figure 2. Rate of interface growth ($dl/dx$) for different post-shock speeds ($u_2$).

Figure 3. Illustration of the shock tunnel arrangement. Dimensions in millimetres.
IV. Analysis of Heat Flux Results – Interface Measurements

Sample heat flux results from probe 4 in the heat flux rake are presented in Fig. 5. The time scales in Fig. 5 are referenced to the time of incident shock arrival at the pressure transducer location. Figure 6 illustrates the method that has been adopted to define the leading and trailing edges of the interface from the heat flux signals. The rake represents a blockage to the flow behind the incident shock and when the rake was positioned at the station adjacent to the wall-mounted pressure transducer (\(x = 2.945\) m) an unsteady pressure variation was registered by the transducer. Simulations of the shock tube and rake blockage effect using L1d3 indicate that a wave system propagates upstream from the rake, but the blockage effect does not change the incident shock speed or interface trajectory significantly. The unsteady flow ahead of the rake due to its blockage effect may be responsible for the gradual increase in the heat flux signals in the post-shock flow, Fig. 5.

Figure 5. Sample heat flux results from gauge 4 in the rake of heat flux probes; over-tailored (nitrogen driver) condition.

Figure 7 presents the results from the analysis of the heat flux signals at the two locations closest to the diaphragm station; the interface distribution at the two downstream stations cannot be determined in
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Figure 6. Illustration of the interface definition based on heat flux signals: interface leading edges indicated by the squares and trailing edges indicated by the circles.

the manner described above because the reflected shock arrives at these stations \((x = 2.728\) and \(2.945\) m) at about the same time or earlier than the interface. Based on the three heat flux gauges closest to the centre line of the tube (gauges 3, 4, and 5), time lag between the arrival of the interface leading edge and trailing edges is around \(0.37\) ms for both of the heat flux rake locations presented in Fig. 7. Axisymmetric simulations (Section V) indicate the centre of the interface is probably traveling at about \(570\) m/s in this case, so the axial length of the interface is around \(0.21\) m near the tube centreline. However, gauges 1 and 5 (the gauges nearest the tube wall) indicate that the arrival of the trailing edge of the interface is delayed relative to its arrival at the other gauges. The overall length of the interface reported in Table 1 was obtained by taking the difference between the average leading edge arrival time at gauges 2, 3, and 4 and the average trailing edge arrival time at gauges 1 and 5 (and by again assuming the centre of the interface was travelling at \(570\) m/s).

Figure 7. Arrival times of the leading edges (squares) and trailing edges (circles) of the interface relative to the time of incident shock arrival at the pressure transducer location. Two data sets are presented (represented by the open and filled symbols) resulting from a repeated run at nominally identical conditions for the two locations.
V. Interface Simulations

A. Quasi-One-Dimensional Simulations

To illustrate the sort of improvements that might be achieved by correctly simulating the interface, consider Fig. 8 which compares quasi-one-dimensional simulations of the shock tube pressure using L1d\(^3\) with pressure measurements at the station indicated in Figs. 3 and 4 in the over-tailored (nitrogen driver) condition. For this experiment, the shock tunnel was operated as a shock tube with a closed end, but the heat flux rake was not present, Fig. 4. L1d provides a Lagrangian simulation of the gas dynamics within the facility and accommodates area changes between sections of the tube, but normally the interface between adjacent cells remains discrete – no mixing takes place between adjacent cells. The “simulation” result in Fig. 8 illustrates the discrete wave effects associated with the reflected shock interacting the with driver gas-test gas interface. In the “interface simulation” result in Fig. 8, the properties of the cells in the vicinity of the driver gas-test gas interface were adjusted according to an assumed linear density distribution over an axial length of around 300 mm (close to the value measured at \(x = 2.002\) m), Table 1.

Clearly the compression process associated with the over-tailoring of this condition (the pressure rise from about 1.2 ms onwards on the scales in Fig. 8) is simulated with high fidelity when the distributed interface simulation is employed. The observed agreement between the simulated and the experimental pressure measurements has been achieved because of prior knowledge of the interface thickness at this particular operating condition. If the only source of information on interface lengths is an empirical data base such as Table 1, then the specified interface length might be in error by 50\% or more at other operating conditions. Thus it is appropriate to seek a shock tunnel simulation that incorporates a model for the interface but does not rely on existing interface length measurements. Axisymmetric simulations can be used to model the interface without relying directly on existing experimental data for interface lengths, as demonstrated in the next section.

![Figure 8. Comparison of L1d simulations and experimental pressures at the pressure transducer station \(x = 2.945\) m.](image)

B. Axisymmetric Simulations

The modelling of the diaphragm opening process in the axisymmetric simulations, is a major contributor to the resulting axial length of the interface. This is demonstrated by considering the simulated interface shapes for instantaneous diaphragm removal Fig. 9, and comparing these with the simulated interfaces obtained using the iris model\(^{14}\) for diaphragm rupture, Fig. 10. In the case of the over-tailored condition (which uses the nitrogen driver), an instantaneous removal of the diaphragm results in an almost planar contact region apart from the boundary layer effects near the tube wall (Fig. 9(a)). The interface accelerates from rest to about 600 m/s within about 3 tube diameters downstream of the diaphragm station, Fig. 11(a), and then a marginal increase in speed perhaps occurs (as suggested by the regression in Fig. 11(a)) until the interface interacts with the reflected shock (not shown). Throughout the interface acceleration process, the
driver gas retains a higher density than the driven gas, and hence the interface ought to be stable according to the Rayleigh-Taylor stability criterion, and certainly the simulated shape for the instantaneous diaphragm removal supports this notion, Fig. 9(a).

![Simulated interface shapes for instantaneous diaphragm removal.](image)

Figure 9. Simulated interface shapes for instantaneous diaphragm removal.

In contrast, simulations of the over-tailored condition with the iris model for diaphragm rupture produce an annular tongue of driver gas that penetrates the driven gas as illustrated in Fig. 10(a). (With the iris model, the open area of the diaphragm is assumed to increase as a linear function of time, with the overall time for the process being estimated from the experimental data.\textsuperscript{14,19}) There are at least two possible effects that potentially contribute to the interface distortion observed in the over-tailored case with the iris model for diaphragm opening. Firstly, when the finite diaphragm opening time is simulated with the iris model, a radial shock wave emerges from the diaphragm station ahead of the interface and reflects off the wall of the shock tube, creating a sequence of transverse waves. These transverse waves process the interface as it emerges from the diaphragm station and in the process, vorticity is generated at the interface.
due to the interaction of the pressure gradient across the shock waves and the density gradient across the interface. The vorticity deposited at the interface during the diaphragm opening process could contribute to subsequent development (distortion) of the interface as it travels down the tube. Secondly, during the simulated diaphragm rupture, a Mach disk is established downstream of the diaphragm station causing lower speeds in the driver gas on the centre line of the shock tube. With the development of the boundary layer on the shock tube, the driver gas flow speed reaches a peak between the tube centre line and the wall, thus contributing to the development of an annular tongue of driver gas that penetrates the driven gas as illustrated in Fig. 10.

In the case of the helium driver condition, the interface appears unstable even in the instantaneous diaphragm removal simulation, Fig. 9(b). This is probably because the condition is actually slightly undertailored – the density in the expanded driver gas is lower than that of the shock compressed driven gas by about 10 %, and the interface accelerates as it travels down the tube, Fig. 11(b). However, with the introduction of the iris diaphragm model, further distortion of the interface occurs (Fig. 10(b)) presumably because of similar mechanisms that operate in the over-tailored (nitrogen driver) condition. The axial length of the interface (apart from the boundary layer on the shock tube wall) increases by a factor of about 1.6 with the introduction of the iris model for diaphragm opening.

The simulated interface shape for the nitrogen driver (over-tailored) condition in Fig. 10(a) is very different to the experimentally-determined interface shape, Fig. 7. For example, in the simulations, the driver gas penetrates the driven gas as an annular tongue and the driver gas will therefore first appear at any given downstream station at an off-axis location. In the experiments however, at both stations downstream of the diaphragm, the driver gas first appears on the tube axis. For the simulations, diffusion across the interface was via laminar and numerical mechanisms only and we expect this is the main reason that the experimental interface shape is not simulated accurately.

The axial length of the simulated interfaces has been identified from each of the frames in Fig. 10 by taking the difference between the furthermost downstream position of the driver gas and the furthermost upstream position of the driven gas (apart from the boundary layer). This development of the simulated interfaces is reported in Table 1 and Figs. 1 and 2. In the case of the nitrogen driver (over-tailored) condition, the axisymmetric simulations underestimate the axial length of the interface relative to the experimental results by about 37 %. In the case of the helium driver (approximately-tailored) condition, the axisymmetric simulations indicate an axial growth rate that decreases from about 0.24 to 0.11 (Fig. 2) over the period presented in Fig. 10(b). Interestingly, the simulated interface lengths and growth rates for both conditions lie within the scatter reported in the combined experimental results, Fig. 2.

Figure 11. Simulated shock speeds and interface leading edge speeds.

(a) Over-tailored condition, nitrogen driver.  (b) Approximately-tailored condition, helium driver.
VI. Conclusion

A wide range of interface growth rates have been observed in prior shock tube studies, but the overall picture suggests $dl/dx \approx 0.2 \pm 0.1$. New measurements of the interface thickness and its radial distribution have been obtained in a shock tunnel using a rake of heat flux probes at an over-tailored condition with an incident shock Mach number of 2.3. Assuming a linear growth in the interface length downstream of the diaphragm, our measurements indicate a growth rate $dl/dx \approx 0.16$, which is consistent with earlier results.

Quasi-one-dimensional gas-dynamics simulations using a distributed interface based on these experimental measurements accurately capture the pressure rise associated with the over-tailoring of this condition. However, such improvements in simulation may not be achieved in other shock tunnels and conditions unless the interface length is known or can be estimated with sufficient accuracy from the existing data.

We have also performed axisymmetric simulations in an attempt to progress our interface modelling beyond the empirical approach of the quasi-one-dimensional simulations. Axisymmetric Navier Stokes simulations underestimate the axial length of the interface in the over-tailored condition by about 37%. In these simulations it was necessary to implement an iris model for the diaphragm opening process, with the overall time for opening being estimated using previous experimental data. Axisymmetric simulations were also performed for an approximately-tailored condition, though we do not have any direct measurements of the interface at this condition. The diaphragm opening process has a strong influence on the simulated interface length in both the over-tailored and approximately-tailored conditions.

The axisymmetric simulations have not reproduced the correct interface shape. In the axisymmetric simulations, diffusion across the interface was via laminar and numerical mechanisms only and we expect this, together with the non-three-dimensional opening of the iris model, is the main reason the experimental interface shape is not simulated accurately. The present interface measurements and simulations are consistent with data derived from other sources, but improvements in the axisymmetric simulations should be possible by introducing a model for turbulent diffusion across the interface.
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